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Abstract

In recent years, the work of organizations in the area of digitization has intensified significantly.

This trend is also evident in the field of recruitment where job application tracking systems (ATS)

have been developed to allow job advertisements to be published online. However, recent studies

have shown that recruiting in most organizations is not inclusive, being subject to human biases and

prejudices. Most discrimination activities appear subtly but early in the hiring process, for instance,

a non-inclusive choice of words in describing a job advertisement can inadvertently discourage qual-

ified applicants from applying. In this thesis, we present various systems which utilized linguistic

and semantic features along with the most recent state-of-the-art contextual word embeddings and

transformer language models to identify language choices that explicitly or implicitly reflect bias.

These features were fed to supervised machine learning classifiers to identify bias and discrimina-

tory language in job advertisements. Our research focuses on five broad categories of extant biased

language in job advertisements. The results indicate that for the semantic text classification mod-

els, the Random Forest classifier with FastText word embeddings, achieved the best performance

with 10-fold cross validation. Regarding the different named entity recognition models, the results

indicate that NER model 4, using lemmatized words and word vectors during model training, leads

to the best performance with an accuracy of 99.84, a recall of 99.78 and an F1 score of 99.81.
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1 Introduction

A conventional approach to think about bias and discrimination is that it confers preference on

someone or treating someone differently than another person. In today’s society, discrimination

and prejudice cuts across a wide area of human endeavors and affects countless number of people,

especially those designated as underrepresented or minority. Bias and discrimination serve as a

thumbprint of socially constructed stereotypes as they are often a product of extensive cultural and

societal learning [22]. For instance, right from an early age, cultural attitudes about gender and race

are often learned. In general, bias can be explicit or implicit. The latter of which is more pervasive,

ingrained in peoples’ minds and hearts and lends itself to an unconscious classification of information

(gender, race, age, sexual orientation, disability, etc.) into associations to the disadvantage of the

disfavored social groups.

1.1 Bias and discrimination in recruitment

It is well documented how some applicants get an unfair advantage due to specific physical ap-

pearance, gender, and ethnicity [3] [10]. For instance, women and Black people are usually at a

disadvantage position than their White male peers when applying for jobs. A study also established

that Black candidates are historically at a disadvantage compared to Caucasians with similar qual-

ification and experience, and in fact, substituting Black candidates’ names with fictitious White

names significantly increased interview and job chances [23].

Previous studies have analyzed and categorized bias as it pertains to the recruiting industry [5]

[8] [24]. The study carried out in [2] shows the occurrence of bias in the job market and provides

insight into the evolution of the number of job advertisement compared to the occurrence of bias.

Similarly, studies have shown that bias and discrimination, nonetheless implicitly, can also be re-

flected in the language in which employment job advertisements are written [24] [21]. For instance,

certain masculine-leaning words or phrases in job advertisements have been found to dissuade female

job applicants [1] while some racially sensitive language discourages minority/immigrant applicants

from considering to apply for the advertised jobs. In particular, the authors in [3] show the appear-
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ance of gender bias in IT job descriptions and propose a tool to determine whether a job description

is male, or female oriented based on the writing style in the job description. The essence of these

studies is to establish the presence of bias and discrimination in job descriptions. This is intuitive

given that the first point of the hiring process is the public release of a job advertisement. More

importantly, the hiring process consists of the attraction, selection, and retention phases. The at-

traction phase is the first point where an employer seeks to invite and convince suitable applicants

to join the organization. This is usually done through job advertisement. The selection phase in-

volves assessing the candidates that applied for the job, e.g., reviewing candidates’ CVs, matching

candidates to job positions and shortlisting qualified candidates for interview. While attention is

usually focused on the selection phase and machine learning systems have been developed to au-

tomatically review candidates’ profile and select suitable candidates for recruitment, the attraction

phase has largely been overlooked. If potential and well qualified candidates from certain groups feel

alienated from applying for jobs solely because the job description portray stereotypes that feel of-

fensive to them then the labour market would be losing significant skills from these groups of people.

In today’s changing society, there is an increasing need for inclusiveness in the workplaces. Impor-

tantly, studies have established a strong correlation between diversity and inclusiveness in workplaces

and its attendant innovation, productivity and profitability for employers [25]. With the advances

in Artificial Intelligence (AI) and Natural Language Processing (NLP) technologies and the wide

adoption it is enjoying in solving social and humanitarian problems, it is expedient that AI tech-

nology is employed to analyze job advertisements and to detect and identify bias or discriminating

language choices that could cause qualified candidates to feel excluded from applying for jobs.

1.2 Thesis scope

This thesis presents a system that uses state-of-the-art NLP technology to empower recruiters in

writing more inclusive job descriptions or adverts. The proposed system autonomously performs se-

mantic analysis on an input job advert written in English language and allows recruiters to quickly

identify any choice of language at the word, phrasal, or sentence level that reflect bias or discrimina-

tion to prospective job applicants. The identification of such language is important to ensure that
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everyone can feel involved in a job when the content appeals to them. A reason why someone may

not feel engaged by a job description may be due to the prominence of innocuous-looking words

like “challenging” or “dominant”. Studies have shown that these words tend to appeal to male

applicants [3] [19]. In addition to the above words, there is a wide range of other words that studies

have attributed to unconsciously enticing candidates of a particular gender at the expense of the

other, thereby enhancing bias and discrimination through job descriptions. The recruiter using our

system can then act on the analysis to make the advert more inclusive.

The significance of our approach stems from the fact that recognizing bias and non-inclusive lan-

guage is very complex. It involves identifying language choices that implicitly or explicitly convey

discrimination. This in return requires carrying out an extensive text analysis at different levels

of text granularity – words, phrases, sentences, etc. To achieve this, the underlying system must

approximate language semantics and contextual understanding of job descriptions. In addition, the

ideal system must provide an interpretable or explainable feedback loop for users to understand

the result, which makes the task more complex. Currently available systems exclusively focus on

the selection phase of the hiring process and therefore lack the capabilities to eliminate bias at the

attraction phase of hiring which in turn have formed the framework on which the proposed system

has been developed [26] [12].

This study focuses on five broad categories of bias and discriminatory language in job descrip-

tions. These categories include the following:

a) Masculine-coded language

b) Feminine-coded language

c) Exclusive language

d) Demographic and Racial-coded language and

e) LGBTQ-colored language.

For example, the Masculine-coded language category contains words like “ambitious” and “dom-

inant”, which tend to lean towards the male gender and are therefore more likely to attract men. In

4



contrast, the Feminine-coded language category contains terms like “collaborative” and “honest”,

which tend to lean towards the female gender and are therefore more likely to attract women.

Exclusive language is a category built on a number of smaller stand-alone categories, namely: dis-

empowering terms such as “ninja” and “rockstar”; offensive terms that can be related to people with

disabilities, illnesses, addictions; or characteristics of people that may be perceived as “not natural”

by another person. The Demographic and Racial-coded language category contains words that tend

to favour people of a specific ethnicity or historically sensitive words, including words like “African”

or “Arabs”. Finally, the category LGBTQ-colored language focuses on people’s relationship status

as well as sexual preference. Think of terminology such as “married” or “non-binary”.

1.3 Research questions

To this effect, this thesis seeks to pursue a research objective which is to identify and classify bias

indicators in job descriptions utilizing NLP. In order to achieve the desired research objectives, this

study aims to provide answers to the following research questions:

RQ1 - “In what way is bias and discrimination currently present during the recruitment process

and how does this manifest itself in the context of job descriptions?”

RQ2 - “Which state-of-the-art natural language processing technologies can best be employed to

achieve the optimal model to automatically identify and classify possible bias indicators in job de-

scriptions?”

RQ1 focuses on examining the literature for existing work on behavioural science and in partic-

ular, bias and discrimination in the recruiting industry. This would in turn aid the curation of bias

and discrimination language indicator and terms which we can code into the respective categories

earlier highlighted in this research work.

By RQ2, this study seeks to investigate and develop suitable machine learning models for seman-
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tic analysis of job adverts and eventual identification of non-inclusive languages in job descriptions.

Furthermore, the model will classify the identified information into their respective coded categories.

Collectively, answering these research questions will deliver methods and techniques that will help

fulfils our research objective.

1.4 Research contribution

The main contribution of this study is the developed system to identify bias and discrimination in job

descriptions using the various approaches. Different methods and techniques were utilized to develop

various machine learning models to identify bias and discrimination in job descriptions. In addition,

a sample of the annotated dataset (up to 3000 job descriptions, published in batches) and the cus-

tom trained machine learning models used during this research, will be published on the publicly

available github repository https://github.com/RichardFrissen/A-Machine-Learning-Approach-to-

Recognize-Bias-and-Discrimination-in-Job-Advertisements. The aforementioned together with the

clarified approach, implications and limitations presented in this research, make up the major con-

tributions of this research. In addition to the above, based on the findings and knowledge presented

in this thesis, the corporate sector will probably be able to implement such a system more easily in

its organizations. This will help stimulate adoption of such a complex technical application, after

which organizations and individuals will benefit from a more diverse environment with thanks to a

more inclusive recruitment process.

To the best of our knowledge, this is the first study to propose the use of machine learning (ML)

and NLP to tackle bias and discrimination at the attraction phase of hiring, by focusing on clas-

sifying an extensive set of the five specific categories as listed above. The research work and the

reported results are based on a publicly available real world job advertisement dataset, Employment

Scam Aegean Dataset (EMSCAD) [16]. A gazetteer-based approach was used to semi-automatically

generate an annotated corpus by tagging the biased language terms in the job advertisements.
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1.5 Thesis outline

The remaining parts of the thesis is organized as follows. In chapter 2, we examine the literature

and discuss the hiring process as well as bias and discrimination in recruitment. In chapter 3, we

present our methodology while in chapter 4, we present and analyze the result of the experiments

conducted. Chapter 5 constitutes a comprehensive discussion on the findings described in chapter

4. In the last chapter, we give the conclusion and recommendation for future works.
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2 Literature review

The previous chapter provided the introduction, context, and relevance of this thesis within its

stated scope. In this chapter, the conducted systematic literature review is described. Based on this

literature review, an endeavour will be made to obtain results to answer the first research question

“In what way is bias and discrimination currently present during the recruitment process and how

does this manifest itself in the context of job descriptions?”.

Section 2.1 describes the different forms of bias and discrimination and how they may manifest

themselves during the recruitment process. Section 2.2 reviews what measures are currently docu-

mented to minimize the occurrence of bias and discrimination during the recruitment process. In

section 2.3 we focus on commerical applications that contribute to a more inclusive way of recruiting

by using applications similar to those presented in this thesis.

2.1 Bias and discrimination in recruitment

Hiring is usually not a single decision but a chain of events that result into a job offer for an applicant.

The first step is the talent attraction or sourcing phase where an employer hopes to generate a strong

set of applicants. Typically, employers disseminate available job positions, the description of the role

as well as ideal profile of candidates. The second step is the selection or screening phase where an

employer/recruiter independently or with the aid of some AI algorithms assess and ranks the various

applicants in order of their employability. The outcomes of the steps above might be influenced by

bias. In the first step, a candidate from a particular group (e.g., female) may feel not enchanted to

apply for the advertised job due to the way the job description is written [19]. In the latter step, a

human recruiter may unconsciously have an ingroup preference for candidates with similar ethnicity

or look [23] and an algorithm may have encoded societal stereotypes found in the data it was trained

with [4].
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2.1.1 Various types of bias and discrimination

Bias and discrimination exist in different forms in hiring. It is an implicit inclination or prejudice

for or against one person or group. According to [19], discrimination can be either implicit (uncon-

scious) or explicit (conscious), and can occur on the basis of gender, ethnicity, sexual orientation,

ethnicity, culture, religion, age, etc. The driving force behind these influenced choices is the feeling

that one develops during his or her life based on events, but also for example the media [18]. Dis-

crimination is recognized when someone is treated unfairly in the same situation another person is

in and preferential behavior occurs. An example of this is: a male and female person both apply

for the same job, after which the male is offered the job while the female has better qualifications.

Furthermore, the researcher states that ethnic, gender and age discrimination are the three most

common forms of discrimination an applicant faces during the application process. In addition to

these three forms, “pregnancy discrimination, political views and religious beliefs” are also men-

tioned as common forms of discrimination. Apart from the above, people with disabilities or other

forms of impairments, for example because they are carriers of a disease, experience discrimination

during the application process [19].

A study by [5] shows that as employees age, they are more likely to face discrimination because

of their age during the application process. This discrimination occurs at the time of assessing

which of the applicants will become the chosen new employee. Age is then often considered, de-

spite the fact that an older applicant has often gained more skills and experience during their career.

Similar effects occur when people of color apply for jobs. A study conducted by [6] shows that

individuals with dark skin color experience lower job suitability ratings than individuals with light

skin color, in a situation in which both applicants master the same qualifications.

Unconscious bias can be divided into a number of different types, for instance: Halo effect, Affin-

ity bias, Conformity bias, Cloven hoof effect, attribution bias, beauty bias and confirmation bias.

Characteristics of these different types of bias are presented in Table 1.
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Table 1: Common types of bias during recruitment

Bias type Characteristics

Halo effect Evaluating a person by one positive trait

Affinity bias The “like me” bias, evaluating a person by their similarities to
oneself

Conformity bias Caused by peer pressure

Cloven hoof effect Generalising one negative aspect of a person to all their perfor-
mance

Attribution bias Taking credit on one’s own successful work when blaming others
for unsuccess, and vice versa when it is about someone else

Beauty bias Beautiful/handsome people are more successful than others

Confirmation bias Looking for evidence to support one’s opinions when forming an
opinion about someone

Table reprinted from “Preventing discrimination in recruiting through unconscious biases”, by
ÖSterlund, 2020, p. 14-15.

A study by [15] shows that gender bias is recognized being a common form of unconscious bias. In

one specific example, it is stated that job titles are skewed toward both the male and female gender.

A consequence that arises from this fact is that job titles will no longer ensure equality in terms of

salary but, on the contrary, will ensure that this equality is undermined.

When it comes to the senior positions within companies, it is evident that there is less equality

within many organizations. According to [21] we can state that the higher the position is hierar-

chically within an organization, the less equity occurs between men and women. This is a possible

explaination for the uneven distribution which is evident in many companies these days.

Implicit discrimination is often based on implicit attitudes or certain stereotypes and is often un-

intentional. In contrast, explicit discrimination is often based on a specific aversion to a particular

group of individuals. By using automation in the form of algorithmic decision making, more stan-

dardization of procedures takes place. This leads to decisions to become more objective, less biased
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and there will also be fewer failures since information that is processed by humans is often executed

unsystematically, often leading to unwarranted decisions [13].

Unlike unconscious bias, conscious bias refers to perceptions of individuals or groups in society.

“Conscious bias may lead to disparate treatment of coworkers and can derail the process of search

to bring new people into an organization”. An example of this is the preference to work with men

rather than women. This may lead to the exclusion of specific people when it comes to opportunities

within the labor market, thus ultimately leading to discrimination [18].

Once a person has been confronted with bias and has taken cognizance of it unconsciously, it is

difficult to remove it from their thoughts and way of thinking. Therefore, it is important to prevent

bias before it occurs and to take the necessary precautions for it to stimulate awareness [19].

2.2 Measures taken to prevent bias or discrimination

Possible measures and solutions that are utilized to prevent bias or discrimination from occurring

during the recruitment process, are for example: anonymizing the application process, whereby per-

sonal information of the applicant is removed from the resume so that bias cannot or can hardly take

place; intensifying the application of proper recruiting management and interviewing techniques, by

only conducting competence based structured interviews; or facilitating an unconscious bias training

whereby people are made aware of how unconscious bias can be prevented [19].

The work in [3] presents an approach that can be used to measure gender bias in IT job post-

ings. This approach involves the development of a prototype tool based on the training of a machine

learning classifier, that allows gender bias to be identified in a job post. In addition, they also de-

veloped a user interface in which the job description can be reviewed for possible occurrence of bias

and discrimination. In this way recruiters can be informed when gender bias unintentionally occurs

in their just written job advertisement and it can be corrected by applying suggestive language pro-

posed by the tool. HTML pages are processed to obtain the title and text of the job post, for further

analysis. Next, the title and text are checked for the occurrence of gender biased language. On the
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grounds of this occurrence, a gender-neutrality score is calculated that indicates how gender-neutral

a job post is. Findings of this study include the proposal of a keyword repository which courage or

discourages women during the application process. In addition, they also proposed a prototype tool

which allows recruiters to evaluate job posts and correct them if biased or discriminatory in nature

by using suggested language by the tool. The first tests, based on three samples from different job

portals show that the results are plausible but the way of calculating scores still needs improvement.

The research work in [7] presents a model consisting of three steps that explain the underlying causes

for biased resume screening. The three steps included in the model are: Application information,

impression formation and screening outcomes. Applicant information focuses on the qualifications,

but also the non-job-related information that one can determine from these qualifications and char-

acteristics that an applicant has. The second step of the model, impression formation, focuses on

how the data retrieved for this purpose is processed by the recruiters. Despite the processes in this

step being automatic or unconscious, there can still be a high degree of consciousness present in

the decision making. For example, the assessment of a person’s qualifications and characteristics

based on the data collected for this purpose. The third phase of this model focuses on the out-

comes arising from the resume screening process. Here, perceptions of similarity can influence the

way applicants are attracted and retained. The three-stage model shows why resume screening is

vulnerable to bias, but not why discrimination occurs in ethical terms. However, they identified a

number of factors that contribute to biased resume screening. For example, they argue that the lack

of extensive personal information of a particular applicant can lead to biased decision making. As a

result, people are more likely to be pigeonholed based on stereotypes. In contrast to the previous,

they also argue that including non-work-related information of the job applicant, can lead to biased

decision-making. Their research recommends that the candidate should aim to provide sufficient

information about themselves in the application. However, the non-work related information should

be limited to prevent biased decision-making. They also present a number of interventions that can

be used to avert biased resume screening. Some of these include: anonymizing resumes, standard-

izing processes, training recruiters more intensively and holding them accountable for their hiring

decisions.
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The application of NLP within the recruitment industry is not new, but it is certainly innova-

tive. NLP has been used to analyze verbal video resumes to examine the relationship between

verbal content and perceived hireability ratings [17]. Tools based on NLP have also been developed

for the automated extraction of relevant information such as skills, work experience and interests

from resumes [20].

The authors in [11] developed a tool named RésuMatcher, which utilizes text similarity and machine

learning models to find the optimal match between a job applicants’ resume and a specific job post.

Such tools are used in the recruitment industry to select ideal matching candidates for a particular

job post.

A similar work is presented in [14] where the researchers designed a tool to identify the optimal

candidate for a job description by using a Deep Siamese Network. This deep Siamese Network

consists of a Convolutional Neural Network to effectively capture the underlying semantics. Their

approach captures underlying semantics and significantly outperforms six commonly used represen-

tations used for similar practices, namely, Word-n-grams, TF-IDF, Bag-of-Words, Bag-of-Means (by

using the average Word2Vec embedding of the training data), Doc2Vec and finally a Convolutional

Neural Network.

Similarly, an application which matches the optimal candidate’s profile considering the job crite-

ria in job descriptions, as introduced in [8]. They propose a framework that makes use of NLP in

combination with the hadoop framework to provide a fully scalable solution. The authors use a

three-phase algorithm consisting of data gathering, in which resumes are retrieved and pushed to

the hadoop distributed file system; Data processing, in which necessary fields are retrieved based on

the previous step; and an attribute tagger, by which for example the name, email, phone number,

etc. are gathered.

A study by [2] proposed a web application to predict the best fit resumes against given job de-
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scriptions posted by recruiters, with the main goal to lower the workload of recruiters to prevent

them to go through all applicant’s details. A comparison between a given job description and a

candidate’s resume is facilitated by using TF-IDF cosine similarity scores. An implication during

this study occurred due the processing of unstructured data. While calculating the relevant work

experience of a job applicant, years in which an applicant had been studying were sometimes counted.

In a recent study by [10], the researchers are referring to the improvements they want to make based

on an opinion from The Association of American Medical Colleges. In order to make a positive

contribution to diversity within organizations, they argue that many organizations employ targeted

staff who promote diversity within their organizations. These so-called diversity officers can provide

a helpful perspective to the recruitment processes currently in place. Based on these perspectives,

recruiters can adjust their language. For example, to avoid situations like in which recruiters write

words like “chairman” and “fellow” that create a bias toward men. This may discourage women

from applying for a position described in a job description in which this choice of words has occurred

in, for example, the job title or title of the job description.

2.3 Related commercial applications

In addition to research as described above, there are also facilities being organized in practice,

whether commercial or scientific, to minimize or prevent the occurrence of bias and discrimination

in job advertisements.

Project implicit is a nonprofit organization dedicated to human social cognition. Research is con-

ducted within this body that often serves as the scientific foundation upon which knowledge is based.

Project implicit’s mission is to educate the public about prejudice. In addition, everyone can take

an Implicit Association Test (IAT), which measures the strength of associations between concepts

and evaluations or stereotypes. During this test, scores will be measured based on how fast a person

answers a certain question. As a result, it can be determined which implicit preference a person has.

Gender decoder a public free tool, available at http://gender-decoder.katmatfield.com/, is supported
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by scientific research [24]. The tool allows anyone to check a written job description for the presence

of gendered language.

From a commercial perspective, there are a number of companies that facilitate solutions in the

area of limiting biased language in job descriptions, several of these are discussed. Textio, an aug-

mented hiring platform, supports users through what is called an inclusion guidance. With this

guidance it is easier for users to control the possible occurrence of gender, age and ability biased

language. The user receives a “Textio-score” based on the extent to which these biases are present,

which indicates how inclusive the written job description is. There is also integration with several

popular communication information systems such as Microsoft Outlook, Gmail and LinkedIn.

Ongig is a similar tool that offers the possibility to check job descriptions for gendered, racial,

disability and age bias. Using a gender neutrality score, the user can easily see how neutral the

written text is.

Finally we have Diversely, a tool that facilitates recruiters in the verification of a job description and

its release. First of all, a user can review a written job description for the presence of gendered, cul-

tural, experience, impersonal or inclusive and non-inclusive language. Scores are calculated to check

how inclusive a written job description is. The tool also checks for structure to determine a score.

When the job ad is ready to be posted, the user can easily do this through their portal. Through

this portal it is possible to post job advertisements on paid, unpaid and job boards dedicated to a

specific target group, like women.

2.4 Discussion

Based on the systematic literature review, we can report some interesting findings. First, we looked

at how bias and discriminatory language might occur during the recruitment process. Then we looked

at what different types we can identify in this occurrence. Next, we looked at how measures are

currently being taken to prevent or minimize this occurrence. Finally, a review of several companies

currently offering leading solutions that embrace similar objectives as this thesis took place.
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1. Bias occurs on both a conscious and unconscious basis. Where conscious bias refers to the

perception of individuals or groups of people in society. Unconscious bias is often based on

events an individual has experienced in his or her life.

2. Ethnic, gender and age discrimination are the most common forms of bias and discrimination

during the recruitment process. In addition, pregnancy discrimination, political views and

religious beliefs are also three common forms that appear during this process.

3. In previous studies where similar applications have been developed, the inclusiveness of an

advertisement or text is often indicated by a score.

4. Various applications have already been developed using NLP in the recruitment process. The

majority of these applications focused on finding the optimal match of applicant’s resumes and

job advertisements.

5. In the commercial field, there are a number of leading applications offered that include similar

functionalities to the tool developed in this thesis, however, it is not possible to see what these

tools are developed on. So the black box principle is in place here, most likely because these

companies want to maintain their revenue model.

2.5 Summary

In this chapter we have discussed the background and literature that focuses on the occurrence of

biased and discriminatory language in job descriptions. Furthermore, we have looked at the different

ways in which this occurrence can exist and which measures are already in place and being used to

minimize this occurrence.

The next chapter describes the methodology used to achieve the results presented in this thesis.
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3 Methodology

This chapter is used to describe the methodology used to develop the Natural LanguagePprocessing

pipeline to identify biased and discriminatory language in job descriptions. Section 3.1 describes the

properties of the collected data used to train the different machine learning classifiers. Subsequently,

section 3.2 describes the preparatory work that took place before further processing could take place.

Section 3.3 explains how the annotations of the five different categories took place and where they

were based on. After this, section 3.4 describes how the different named entity recognition models

have been designed and how they vary from each other. Section 3.5 describes how the semantic

text classification models were developed. In section 3.6 you will find an evaluation on the proposed

applied methodology in which we briefly elaborate on the limitations.

3.1 Data collection

The publicly available Employment Scam Aegean Dataset, EMSCAD, was used for this study [9].

It was selected because it contained real-life job descriptions and has been widely used for research

purposes. The dataset consisted of 17014 legitimate and 866 fraudulent job advertisements. It

was decided to only use the legitimate job advertisements. The personal information present in

the dataset was either anonymized or removed by using regular expressions. Due to the limited

computational resources available for training we utilized 3000 random sampled job descriptions

for experiments. An example of a job description used during further development is presented in

Figure 1.

3.2 Data pre-processing

For the purposes of this study, the focus was solely on the job descriptions of the job advertisements.

Therefore, we only utilized the job description column from the EMSCAD dataset. By using regular

expressions, HTML code and other noise-causing parts like empty lines and special characters were

removed from the job descriptions. Next, the job descriptions were tokenized into sentences, after

which invalid sentences were removed, for example when a sentence contained less than 2 words.

Lastly, the sentences were then tokenized into words.
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Figure 1: Example job description

3.3 Data annotation

The dataset was annotated using 524 unique biased or discriminatory terms divided into the five cat-

egories: Masculine-coded language, Feminine-coded language, Exclusive language, LGBTQ-colored

language, Demographic and Racial-coded language. The words used for annotation are mostly based

on literature, the reputable websites such as universities or logical assumption.

A study by [24] contributes to the dictionary of Masculine- Feminine-coded language by their results.

In addition, [29] [32] [34] and [35] contributed a list for the categories of Masculine- and Feminine-

coded language. [30] [32] [34] and [35] formed the list for Exclusive language. Reports by [32] [34]

and [35] led to a list of terms for the Demographic and Racial-coded language category. And finally,

the dictionary used for the annotations related to the category LGBTQ-colored language was based

on [30] [32] and [35]. To expand these dictionaries, in some cases words were added manually. For

example, when the word “fireman” was mentioned in an article, variations such as “salesman” and

“mailman” were also added.
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Given the large number of unique words that needed to be annotated, and the labour intensive

nature of manual annotation, a semi-automatic method for annotation was chosen. A gazetteer-

based approach was used to semi-automatically generate an annotated corpus by tagging the biased

language terms in the job advertisements. A thorough inspection was done to ensure that the tagged

annotations were correct. The annotated dataset was made available for further processing. Due

to limited computational resources, a random sample of 500000 tokens (3000 job descriptions) was

used for further processing.

3.4 Named Entity Recognition models

Various Named Entity Recognition (NER) models were developed to discover which combinations

of configurations resulted in the optimal performing model. SpaCy’s NLP library was utilized to

develop and evaluate these different NER models.

3.4.1 Model properties

Utilizing this library brought the advantage that the use of word vectors was supported, this ensured

a short processing time during development and model training. However, it was not possible to add

custom features to the model. As a result, we were constrained to use the standard features. In Table

2 the various tested configurations are presented. The column “properties model pre-processing”

refers to the model used during pre-processing, “Properties model training” refers to the the pre-

trained model used to train the different NER models. “Tokens lemmatized” refers to the option of

whether tokens are broken down to the root of the word or not.

3.4.2 Data annotation

Due to the fact that different pre-processing configurations are used as can be seen in Table 2, the

amounts in annotations vary by type of pre-processing. These various pre-processing steps result in

three different data sets, named NER Dataset 01, NER Dataset 02 and NER Dataset 03 for clarity.

The number of annotations in each category for every dataset is presented in Table 3. These different

in numbers arise based on different configurations such as, for example, the use of different models

during the preprocessing of the data.
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Table 2: Named Entity Recognition model configurations

Model ID Properties model pre-processing Properties model training Tokens lemmatized

NER Model 1 no word vectors no word vectors No

NER Model 2 no word vectors large word vector (500k vectors) No

NER Model 3 no word vectors no word vectors Yes

NER Model 4 no word vectors large word vector (500k vectors) Yes

NER Model 5 no static word vectors no word vectors No

NER Model 6 no static word vectors large word vector (500k vectors) No

NER Model 7 no static word vectors no word vectors Yes

NER Model 8 no static word vectors large word vector (500k vectors) Yes

Table 3: Named Entity Recognition number of annotations per dataset

NER Model 1 & 2 NER Model 3 & 4 NER Model 5 & 6 NER Model 7 & 8

Category NER Dataset 01 NER Dataset 02 NER Dataset 03 NER Dataset 04

Demographic and

Racial language 74 290 74 286

Exclusive language 480 643 480 665

Feminine-coded words 5248 8947 5248 9082

LGBTQ-colored language 13 23 13 24

Masculine-coded words 6362 8869 6362 9251

O 487823 481228 487823 480692
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Using the aforementioned annotated datasets, the tokens were either lemmatized or not, depending

on the model’s configuration. Next, several processing steps are required to achieve the final binary

input format required to train the NER models. This final input format is created based on a

tuple-like annotation format and results in a train- and test set. A proportion of 80% was used for

model training, the remaining 20% was used for model evaluation, resulting in 2400 descriptions

used for model training and 600 descriptions for evaluation. An example of a tuple-like annotation

is presented in figure 2.

Figure 2: Example NER annotation
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3.5 Semantic Text Classification models

Various machine learning classifiers have been utilized to develop a variety of models in order to

recognize biased and discriminatory language in job descriptions. This section is used to describe

the configurations on which the resulting semantic text classification models are based.

3.5.1 Data annotation

The amount of annotations per category for the semantic text classification models, unlike the NER

models, are the same for each trained semantic text classification model. This is because there is a

different method of pre-processing compared to the NER models. Because this different method is

applied, and features are only created for each token using the same set of tokens, this resulted in

the exact same dataset for each model to be trained. The number of annotations per category are

shown in Table 4.

Table 4: Number of annotations per category

Category Number of annotations

Feminine-coded words 8947

Masculine-coded words 8869

Exclusive language 643

Demographic and Racial language 290

LGBTQ-colored language 23

O 481228

3.5.2 Feature engineering

Before the dataset as described before could be used to train the different models, it was first

necessary to extract features. For each semantic text classification model the same linguistic features

were extracted as described in section 3.5.2.1 Linguistic features. Semantic features were also created

based on different types of word embeddings, as described in section 3.5.2.2 Semactic features. A

combination of a type of semantic feature and the standard linguistic features, together with the
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token and an annotation category formed the dataset.

3.5.2.1 Linguistic features

Several linguistic features have been determined for each token. Each feature represents a charac-

teristic property of the word. Table 5 presents the explanation of each linguistic feature.

Table 5: Linguistic features

Feature Explanation

token.pos Coarse-grained part-of-speech from the Universal POS tag set.

token.ent type Named entity type.

token.is alpha Does the token consist of alphabetic characters?

token.is ascii Does the token consist of ASCII characters?

token.is digit Does the token consist of digits?

token.is lower Is the token in lowercase?

token.is upper Is the token in uppercase?

token.is title Is the token in titlecase?

token.is punct Is the token punctuation?

token.is space Does the token consist of whitespace characters?

token.like num Does the token represent a number? e.g. “10.9”, “10”, “ten”, etc.

token.is oov Is the token out-of-vocabulary (i.e. does it not have a word vector)?

token.is stop Is the token part of a “stop list”?

token.lang Language of the parent document’s vocabulary.

token.sentiment A scalar value indicating the positivity or negativity of the token.

token.len(word) The length of the token.

3.5.2.2 Semantic features

In addition to the features described in the previous section, we utilized various state-of-the-art

pre-trained word embeddings to extract semantic features for the desired machine learning models.

The different word embeddings which were used are: Word2Vec, BERT, ELMo, GloVe, Flair and

FastText. Pre-trained word embedding models were used. The reason for choosing pre-trained
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models to determine word embeddings stems from the fact that word embeddings trained on the

EMSCAD dataset would not demonstrate sufficient semantic quality due to the smaller size of the

dataset. Word embeddings like BERT, ELMo and Flair also consider the context of the target

word while computing word embedding vectors. Other pre-trained word embeddings do not support

context and thus create the embedding vector based on a specific token only. Table 6 presents the

pre-trained models used by word embedding type and shows whether they are context aware or not.

Table 6: Word embeddings used

Word embedding Context-aware Pre-trained model used

Word2VEc No ”en-glove”

BERT Yes ”bert-base-cased”

ELMo Yes ”medium”

GloVe No ”en-glove”

Flair Yes ”news-forward-fast”

FastText No ”cc.en.300.bin”

3.5.3 Feature selection

Once all the features were determined for each token, there are a total of 6 different feature sets.

Each based on one type of word embedding combined with the linguistic features. The resulting

featuresets are presented in tabel 7. A preview of featureset 6 is shown in figure 3.
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Table 7: Semantic Text Classification feature sets

Feature set # Linguistic features Semantic features

Feature set 1 Linguistic features — Word2Vec Word embeddings

Feature set 2 Linguistic features — BERT Word embeddings

Feature set 3 Linguistic features — ELMo Word embeddings

Feature set 4 Linguistic features — GloVe Word embeddings

Feature set 5 Linguistic features — Flair Word embeddings

Feature set 6 Linguistic features — FastText Word embeddings

Figure 3: Example feature set 6
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3.5.4 Machine Learning Classifiers

The machine learning classifiers were trained using the six unique feature sets as described in the

prvious sections. The following classifiers were selected in order to find out which classifier performs

best in combination with each of these six feature sets.

• Baseline classifier

• Support Vector Machine (SVM)

• Random Forest (RF)

• Logistic Regression (LR)

• Decision Tree (DT)

• Naive Bayes (NB)

• Multi-layer Perceptron classifier (MLP)

By performing parameter optimization using GridSearch, it was possible to seek for the optimal

parameters for all machine learning classifiers. For all classifiers, the maximum iterations were in-

creased to infinity to ensure that the models converge, this because of the widely varying categories

that are difficult to classify. The SVM was trained using the radial basis function (rbf) kernel. The

regularization parameter was set to 10. For the LR classifier, we found that the ‘newton-cg’ solver

seems to give the optimal performance. For the remaining models, no better configuration options

were found or they were not applicable. For the Baseline classifier, Scikit-learn’s Dummy classifier

has been utilized.

We used proportions of 80% for training and 20% for evaluating the models, resulting in 400000

tokens used for training and the remaining 100000 tokens for model evaluation. The performance of

each model was evaluated using the accuracy, precision, recall and F1 scores. In addition, all ma-

chine learning classifiers were validated using a 10-fold cross validation. In evaluating this process,

the macro averages of the precision, recall and F1 score were measured.
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3.6 Evaluation

3.6.1 Sample dataset

A sample of 3000 job descriptions was used within this study due to the limited availability of com-

putational resources. This is quite sufficient to obtain reliable results and to support the conclusions

made. Nevertheless, in a future study it may be valuable to use a larger sample or even the complete

17880 job descriptions that are in the EMSCAD dataset. For example, this can be facilitated by

using an architecture such as Maastricht University’s Data Science Research Infrastructure (DSRI).

This infrastructure was used in the final phase of the study, but due to time constraints it was not

possible to use a larger sample.

3.7 Summary

In this chapter, the overall process carried out during this thesis, including the underlying steps,

to arrive at the results obtained, has been discussed. First, the data collection process and the

necessary pre-processing steps were explained. After this, the activities concerning the development

of the various NER and semantic text classification models were explained. It was found that the

chosen NER models resulted in four different datasets as different configurations were applied during

the NER-specific pre-processing. However, this was not the case for the semantic text classification

models, as no different pre-processing was used for these models. Finally, a short evaluation took

place on this process and pain points were explained.

The following chapter presents the results that were achieved using the methodologies described

in this chapter.
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4 Results and evaluation

In this chapter, the results of the different NER and Semantic Text Classification models trained on

the EMSCAD dataset are presented. By presenting these results, we will answer the second research

question - “Which state-of-the-art natural language processing technologies can best be employed

to achieve the optimal model to automatically identify and classify possible bias indicators in job

descriptions?” - which is concerned with a thorough evaluation of the performance of the different

utilized feature sets to identify and classify possible bias indicators in job advertisements using

machine learning classifiers. The performance of each model was evaluated in terms of accuracy,

precision, recall, and F1 scores.

4.1 Named Entity Recognition models

As a first attempt to answer the research question, various NER models have been trained according

the models’ configurations presented in Table 4. By training these various models, we wanted to

seek for the optimal configuration and properties in order to get the best performing model. The

NER models have been trained using 80% of the dataset whereafter the models have been evaluated

using 20% of unseen test data.

Figure 4: NER models performance
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The results of the NER models are presented in Figure 4, in descending order based on performance

measured by the F1 score. The best performing model is NER Model 4 with a precision score of

99,84, a recall of 99,78 and a finally a F1 score of 99,81. This model makes use of lemmatized words,

no word vectors during pre-processing of the dataset and a large word vector containing 500k vectors

during model training.

The least performing model is NER Model 3, with a precision score of 99,48, a recall of 99,73

and finally a F1 score of 99,6. This model is training on lemmatized tokens, using no word vectors

during model pre-processing and no word vectors during model training. Scores determined for each

class individually, are shown in Figure 5.

Figure 5: NER class performance

An example prediction made by using NER Model 4 is presented in Figure 6. A job description

which does not originate from the training dataset is used to show predictions made by the model.

The trained NER model identifies the biased- and discriminatory language and indicates these using

color coding per category.

Figure 6: Example prediction - NER Model 5
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4.2 Semantic Text Classification models

As described in chapter 3 Methodology, multiple machine learning classifiers were trained using six

different feature sets to seek for the best performing combination of classier and use of features. The

performance of each model was measured and evaluated using the accuracy, precision, recall and F1

scores.

Figure 8 presents the results for every machine learning classifier based on the evaluation data,

trained on the various features sets. The results are sorted in descending order by the F1 score.

Based on these results we can conclude the combination of BERT word embeddings and the Random

Forest (RF) classifier leads to the best performing model, with an accuracy of 0,9992, a precision of

0,99999, a recall of 0,92992 and a respectable F1 score of 0,95660.

The results obtained using a 10-fold cross validation on the train data are presented in Figure

9. The results are again sorted in descending order by the F1 score. In contrast to the results in

Figure 8, the classifier Random Forest in combination with the FastText word embeddings performs

best with a precision of 0,9976, a recall of 0,9900 and finally a F1 score of 0,9936.

The class specific scores for the two aforementioned best performing models are shown in Figure 7.

Figure 7: Class performance - Random Forest BERT and FastText word embeddings
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Figure 8: Semantic Text Classification models performance
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Figure 9: Semantic Text Classification models performance cross-validated
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The resulting models were also tested against a Baseline model. Figure 12 presents the accuracy,

figure 13 presents the precision, figure 14 presents the recall and finally figure 15 presents the F1

score. Based on the results presented in these figures we can conclude that the baseline classifiers

performed poor compared with the other machine learning classifiers. Another observation we can

withdraw based on the results shown is that the cross-validated best performing model, Random

Forest with FastText word embeddings, outperforms the Random Forest with BERT word embed-

dings model by only a very small margin.

The confusion matrix of the two best performing models are presented in Figure 10 for the Random

Forest classifier using BERT word embeddings, and Figure 11 for the cross-validated Random Forest

classifier using FastText word embeddings.
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Figure 10: Confusion matrix - Random Forest BERT word embeddings
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Figure 11: Confusion matrix - Random Forest FastText word embeddings

Figure 12: ML model performance - Accuracy Figure 13: ML model performance - Precision
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Figure 14: ML model performance - Recall Figure 15: ML model performance - F1
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4.2.1 Semantic Text Classification - Attempt to address class imbalance

As presented earlier in Table 2, the classes “LGBTQ-colored language”, “Demographic and Racial

language” and “Exclusive language” are significantly less represented in the dataset. In this section

an attempt to address this imbalance is described and evaluated.

Several tests have taken place by applying the resampling method. The purpose of this method

is to ensure that classes with a large proportion are reduced in size, and smaller classes are increased

in size, in order to ensure that there is more balance in the dataset. In all cases, majority classes were

reduced in volume by undersampling them and minority classes were oversampled to increase their

volume. It is important to note that this over- and undersampling only applies to the trainset. The

main reason for this is that the actual test set may not be distorted because it needs to represents

the reality.

Table 8 presents the proportions and table 9 shows the difference in number of annotations for

the initial dataset and the three different balanced datasets. The impact on the results was ex-

amined when the initial proportion of the minority classes was multiplied by, 5 times, 10 times,

and 15 times in volume. The minority classes include the categories: ”Masculine-coded words”,

”Feminine-coded words”, ”LGBTQ-colored language”, ”Demographic and Racial-coded language”

and ”Exclusive language”. Based on this increase the size of the majority class ”O” decreases re-

sulting in the total number of tokens remaining at 400000 as was initially the case for the original

train set.

Resampling the trainset allows the underrepresented classes to probably become more predictable

by the models. The three different balanced datasets were tested against the two best performing

models, namely Random Forest using BERT word embeddings and Random Forest using FastText

word embeddings.
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Table 8: Proportions initial and balanced number of annotations per category in trainset

Category Initial Balanced 01 Balanced 02 Balanced 03

O 96,22% 81,08% 62,17% 43,26%

Feminine-coded language 1,82% 9,10% 18,20% 27,30%

Masculine-coded language 1,78% 8,90% 17,80% 26,70%

Exclusive language 0,12% 0,60% 1,20% 1,80%

Demographic and Racial-coded language 0,06% 0,29% 0,57% 0,86%

LGBTQ-colored language 0,00% 0,02% 0,05% 0,68%

Table 9: Initial and balanced number of annotations per category in trainset

Category Initial Balanced 01 Balanced 02 Balanced 03

O 384869 324345 248690 173035

Feminine-coded language 7291 36455 72910 109365

Masculine-coded language 7111 35555 71110 10665

Exclusive language 483 2415 4830 7245

Demographic and Racial-coded language 228 1140 2280 3420

LGBTQ-colored language 18 90 180 270

Figure 16 presents the performance of the models trained on the balanced dataset, after which they

were evaluated on the untouched testset. The class specific scores for the best performing models

are presented in Figure 17. Finally, the performance of the cross-validated models using a 10-fold

cross validation are presented in Figure 18.

The confusion matrix for the Random Forest BERT model is presented in Figure 19 and Random

Forest FastText is presented in Figure 20.
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Figure 16: Semantic Text Classification models performance - balanced trainset

Figure 17: Class performance - Random Forest BERT and FastText word embeddings - balanced
trainset

Figure 18: Semantic Text Classification models performance cross-validated - balanced trainset
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Figure 19: Confusion matrix - Random Forest BERT word embeddings - balanced trainset

40



Figure 20: Confusion matrix - Random Forest FastText word embeddings - balanced trainset
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4.2.2 Model explanation

This section attempts to discuss how predictions were made by the best performing models. Because

classification models are complex to interpret, especially when they use a classifier like Random For-

est, several visualisations are presented. The best performing models were made transparent through

the SHapley Additive exPlanations (SHAP) algorithm [27] [28].

Figure 21 the feature importance of the Random Forest classifier using BERT word embeddings

is presented. In addition, figure 22 presents the feature importance of the cross-validated best per-

forming model, using a Random Forest classifier with FastText word embeddings. A sample of the

twenty most important features are visualized in both figures, in descending order.

Figure 21: RF BERT - Feature importance Figure 22: RF FastText - Feature importance

Each bar represents a feature on the Y-axis, the colors for each class in a bar denote the class in-

teraction for the specific feature. The first interesting conclusion we can draw from figure 21 is that

the predictions are mainly influenced by the category ”O”. In addition, we can also state that word
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embedding vector number 181 is the most influential with a percentile influence on the predictions

made of 1.75.

The features presented in Figure 22 indicate that the interactions on which the predictions are

based by the Random Forest classifier using FastText word embeddings, in contrast to the feature

importances presented in figure 21, arise from a variety of classes, besides category ”O”. FastText

word embedding vector number 260 is considered as the most important feature. In contrast to the

importances shown in figure 21, the highest influence measured is only 0.0125 percentile which is

very slight compared to the most influential features of the RF classifier using BERT word embed-

dings.

Since linguistic features were also used for both classification models of which we are examining

their feature importance’s, it is an interesting conclusion to draw that they are not represented in

this summary and thus not belong to the twenty most important features in both models.
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Figure 23: RF BERT - Beeswarm plot Figure 24: RF FastText - Beeswarm plot

Figure 23 and 24 present beeswarm plots that both illustrate how predictions are based for the

”Masculine-coded language” class, with Figure 23 focusing on the model RF using BERT word em-

beddings, and Figure 24 describing the model RF using FastText.

The X-axis of these plots demonstrate the impact of the feature on the predictions. Each point

shown in the plot represents a single prediction made. The lower the value on the X-axis (nega-

tive value), the more influence on a negative outcome, resulting in a token that is not classified as

Masculine-coded language. In contrast to the above, the higher the value on the X-axis (positive

value) the more influence on a positive outcome, resulting in a token that is classified as Masculine-

coded language. The Y-axis represents a sample of the twenty most important features specific for

the class Masculine-coded language.

From the results of the Random Forest model using BERT word embeddings, presented in fig-

ure 16, we can withdraw that word embedding vector number 549 is the most important for this

class. Apart from the outliers we can see in the plot, we see that the majority of classifications made

44



by the model lead to a low influence on model output.

Figure 24, shows a larger spread of importance, however it is important to mention that the X-

axis covers a much smaller range compared to the plot presented in figure 23. Again we see that the

majority of tokens to be classified are located as a cluster around the turning point of zero. How-

ever, what the plot shows is that word embedding vector number 260, which is the most important

feature making this classification, shows more spread on the positive half of the plot. Therefore,

we can claim that it actually has positive influence on classifying a token belonging to the class

Masculine-coded language.

4.3 Conclusion

For the NER models, we can can conclude that using a lemmatizer, no word vectors during pre-

processing of the dataset leads to the best performing model in this situation. However, the results

also indicate that utilizing the large word vectors model during for model training, will lead to the

best performing model. The model scored a precision score of 99,84, a recall of 99,78 and a finally

a F1 score of 99,81.

In addition, based on the presented results regarding the semantic text classification models, we

conclude that the Random Forest classifier, using BERT word embeddings, yields the best perform-

ing semantic text classification model on test data, with an accuracy of 0,9992, a precision of 0,99999,

a recall of 0,92992 and finally a F1-score of 0,95660. The cross-validated Random Forest classifier

using FastText word embeddings shows even better performance, having a precision of 0,9976, a

recall of 0,9900 and finally a F1 score of 0,9936.

Finally, comparing the performance of the NER models and the semantic text classification models

using the evaluation data, we can conclude that the NER models perform better, considering the

F1 score which is a good representation of the overall performance.
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4.4 Summary

This chapter described the results achieved for the different NER and semantic text classification

models. By using the accuracy, precision, recall and F1 scores it was possible to make a thorough

evaluation of the performance of each individual model. In addition, a 10-fold cross validation was

used to measure the performance of the semantic text classification models. Finally, an attempt

was made to explain the models’ predictions of the two best performing machine learning models by

using the SHAP algorithm.
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5 Discussion

This chapter discusses the results as they have been described in Chapter 4 of this thesis. First

of all, the research questions will be answered. Then there is a justification regarding the validity

of these results. In the following sections the technical limitations, research limitations, managerial

implications, societal implications and academic implications are discussed. In these sections a

further analysis is presented of the limitations of the thesis and the consequences that can be

experienced per subject.

5.1 Research questions

The first research question, “In what way is bias and discrimination currently present during the

recruitment process and how does this manifest itself in the context of job descriptions?”, involves

the way bias and discrimination currently occurs during the recruitment process.

A study conducted by [19] shows that bias can occur both implicitly and explicitly, which is also the

case during the recruitment process. The researchers also conclude that the most common types of

bias and discrimination that occur during the recruitment process are: Gender, ethnic and age bias.

In addition, studies conducted by [3] and [7] have shown that age and ethnic background also have

a significant role during the recruitment process.

Measures to prevent bias and discrimination during the recruitment process have also been de-

scribed to investigate whether similar applications have already been developed. A study by [3]

presents an approach including the development of a prototype tool that can be used to identify and

measure gender bias in IT job postings. Compared to the tool developed in this research, the tool

described by [3] can process job advertisements directly from the internet, in the current research

this is not yet possible and the development has taken place based on the provided job advertise-

ments by the EMSCAD dataset. Also, in the current research it is not possible to obtain alternative

suggested language when biased or discriminatory language has been identified by the system, this

is yet possible with the prototype as described in the research of [3].
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Given these findings and their likeliness of applicability within the EMSCAD dataset, it was decided

to focus on five categories within this study, namely: Masculine-coded language, Feminine-coded

language, Exclusive language, Demographic and Racial-coded language, and finally LGBTQ-colored

language.

From these results presented in chapter 4 of this thesis, it was also possible to answer the research

question “Which state-of-the-art natural language processing technologies can best be employed to

achieve the optimal model to automatically identify and classify possible bias indicators in job de-

scriptions?”.

Based on the results, we can state that the application of NER Model 4, as shown in figure 4,

achieves the best performance compared to the other NER models tested with a precision of 99,84,

a recall of 99,78 and a finally a F1 score of 99,81.

Regarding the semantic text classification models, we can conclude that the Random Forest clas-

sifier, using FastText word embeddings, using 10-fold cross-validated, performs best. The model

achieved with a precision of 0,9976, a recall of 0,9900 and finally a F1 score of 0,9936. These results

were presented in figure 9.

Comparing these two aforementioned results, we can conclude that the used configuration for the

NER model 4 using lemmatized words, no word vectors during pre-processing of the dataset and a

large word vector containing 500k vectors during model training, leads to the best performing model.

Attempts to improve the performance by resampling the dataset and thereby creating more balance

between the categories indicate that no significant improvements are evident. In fact, compared to

the intitial dataset, resampling the dataset led to a decrease in performance.

Using dataset Balanced 01 to train the Random Forest classifier using BERT word embeddings
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led to the best performing model. The model achieved a precision score of 0,99998, a recall of

0,92991 and a F1 score of 0,9566.

5.2 Justification of findings

Given that the results were based on the real-life EMSCAD dataset, no complications were expected

in this matter. The dataset consisted of a subset of legitimate and fraudulent job advertisements,

only the legitimate advertisements were used.

The applicability of the results obtained through this research can thus be used to develop sim-

ilar applications in the field of recruitment, in particular during the attraction phase to analyse job

advertisements.

Results can also be applied to other domains, although it would be necessary to consider in de-

tail how representative the results would be in these focused domains. Of course, it is possible

to implement a similar approach whereby processes such as investigating which types of bias and

discrimination occur in the domain in question, data annotation based on these findings, and model

training and evaluation must be carried out again.

5.3 Technical limitations

Given the fact that the various machine learning models were trained using extensive feature sets,

model training and evaluation was conducted using a sample of 3000 job advertisements. Despite this

being a representative sample, it is still possible that tokens that are underrepresented in the overall

dataset have not been incorporated into model training and evaluation. This led to a situation in

which these tokens are even more underrepresented, which complicates classification.

5.4 Research limitations

On the subject of bias and discrimination, plenty of literature can be retrieved, however, the con-

nection to the recruitment process is often lacking. In addition, it appears that the development
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of a comparable tools as described and developed and evaluated in this study, to the best of our

knowledge, has only been described once in previous studies. This leads to a situation in which it

was challenging to compare and in addition learn from results, limitations and implications that

other researchers have faced in previous studies.

In addition, anonymization on the dataset used took place within this study. This led to the fact

that data that is affected by the process of anonymization, such as email addresses, were not included

in the research results. It is possible that the machine learning models developed were impacted

by this. It is therefore important that this study will be tested again without using anonymization

before any implementation will take place.

5.5 Managerial implications

Almost every company in the world has the need to recruit personnel to be able to execute and

deliver its services to clients and customers. Due to this need, it is almost always necessary to post a

job advertisement to which potential future employees can apply before a subsequent job interview

between employer and applicant will take place.

It is precisely in this phase of the recruitment process that the results obtained from this study

can make a valuable contribution. Many companies are often unaware that conscious or unconscious

bias and discrimination occurs during their processes. A possible cause of this could be that too few

insights are generated in this area.

The tool that was designed, developed and tested in this research provides the insight on an oper-

ational level. As a result, recruiters in companies where a similar application is implemented are

aware of the occurrence of biased- or discriminatory language in job descriptions. Based on this, a

recruiter can adjust the written description so that it is more inclusive to the overall society.

Diversity in recruiting people may increase a company’s productivity and performance because

different perspectives will be involved in solving problems, improving services, and so on.
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5.6 Societal implications

Conducting this research will make the adoption of such an application, designed and developed in

this research, easier and more accessible. Not only because of the technical approach and results,

but also because of the overall execution of the research. For example, the conducted systematic

literature review and the obstacles described in this research that were uncovered during the imple-

mentation of the research.

Additionally, many social groups or individuals will experience positive influence when such a tool

is implemented. This will be due to the fact that it is then possible for recruiters to check job

descriptions for the presence of biased or discriminatory language. When they do so, it is likely that

they will adapt the text to be more inclusive and specific social groups within society will be less

likely to feel uninvolved during the attraction phase of the recruitment process.

5.7 Academic implications

Based on this conducted research, other researchers can take various benefits from the findings. First

of all, many different technologies and methods were applied in this research.

For the semantic text classification models, a very broad application has taken place. This is

due to the fact that different types of word embeddings have been used, each in combination with

7 different machine learning classifiers.

Researchers such as [3] can take advantage of these results by applying findings in this thesis to

their applications and potentially improve performance.

5.8 Summary

This chapter analyzed the results and concluded sub-conclusions based on them. An attempt has

also been made to account for the class imbalance in the dataset. Results show that there is no

difference between the results obtained from the initial dataset and the three different balanced

datasets.

51



It was found that NER Model 4 has the best performance with an accuracy of 99,84, a recall

of 99,78, and an F1 score of 99,81. This model does not use word vectors during the pre-processing

of the training and evaluation data. In addition, the model does use a large word vector model

during the training of the NER model and a token lemmatizer was used.

For the semantic text classification models, we can state that the combination of using a Ran-

dom Forest classifier and BERT word embedding leads to the best performing model, measured

from test data. The measured performance scores are: an accuracy of 0.99999, a recall of 0.92992

and an F1 score of 0.95660.

In addition, a 10-fold cross validation also took place which showed that the combination of the

Random Forest classifier and FastText word embedding led to the best performing model. This

model was evaluated using the 10-fold cross validation based on data that was in the train set. The

model was tested with an accuracy score of 0.9976, a recall of 0.9900 and an F1 score of 0.9936.

The following chapter describes the conclusion of this thesis and furthermore discusses recommen-

dations and future work.
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6 Conclusion and Future work

This thesis presented a machine learning approach to identify bias and discriminatory language in

job advertisements by utilizing state-of-the-art natural language processing techniques. Based on

the development of different named entity recognition, and semantic text classification models, we

investigated which approach achieves the best performing model to identify five different types of

biased and discriminatory language.

6.1 Named entity recognition

By testing various configurations it was possible to discover which configuration resulted in the best

performing model. The results indicate that the best performing model, NER Model 4, was tested

with a precision of 99,84, a recall of 99,78 and a finally a F1 score of 99,81. The model is trained

with lemmatized tokens, no word vectors during pre-processing but does use large word vectors while

training the model.

6.2 Semantic text classification

Various popular state-of-the-art machine learning classifiers using linguistic and semantic textual

features have been utilized to identify five different types of biased and discriminatory language.

Based on the results obtained, we can conclude that the 10-fold cross-validated random forest clas-

sifier with FastText word embeddings achieved the best performance, testing a precision of 0,9976,

a recall of 0,9900 and finally a F1 score of 0,9936 using training data. In addition, we conclude that

the Random Forest classifier with BERT word embeddings, yields the best performing semantic

text classification model on test data, with an accuracy of 0,9992, a precision of 0,99999, a recall of

0,92992 and finally a F1-score of 0.95660.

6.3 Recommendations and Future work

Given the limitations that applied in this study, it is first of all interesting to conduct the same study

using the entire EMSCAD dataset. This might lead to different results referring to the classes that

were underrepresented. Furthermore, it is of interest to include other machine learning classifiers in
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addition to the ones selected in this research.

Secondly, the models trained in this thesis can be made available to recruiters by publishing them

on the internet using a graphical user interface in which users can insert a written job description

after which the biased- and discriminatory language will be marked. This way it is easily accessible

for everyone and adoption will be encouraged. This graphical representation can later be improved

by offering suggestions for alternative language based on the detected biased- or discriminatory

language in a inserted job description. These alternatives can be provided as was done in [3], for

example using a keyword repository that contains gender-unmarked words and phrases for each

biased- or discriminatory term, that can be used to replace gender biased words without changing

the meaning of a sentence.

Third, in this thesis, word embeddings were determined per target token without considering the

context of the sentence. It is of value to check how the results are affected when context is consid-

ered, this application can be achieved by using the word embeddings Flair, BERT and ELMo.

Fourth, for the implementation of the models trained in this thesis, it is of positive impact if the

number of categories will be increased. This allows for even more control over the writing style

applied by recruiters and can potentially contribute to even more inclusiveness. Recruiters can be

made aware of terms that are biased is discriminated. However, as demonstrated in a study by [13],

the fact exists that when processes are automated, there is less chance of mistakes in a process. This

brings us to the relevance of a vision like this.

The results found in this dissertation can be applied both within organizations and in further re-

search. For example, the performance measures testing the different configurations, can contribute

to future research by providing insights into which configuration is likely to work best in a specific

situation. Although it is important to note that the results obtained are representative of situations

where the English language is used within the recruitment process. For example, studies such as [3]

can use these results to improve the models by expanding the classes and using alternative techniques.
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Another perspective in contrast to the previous one mentioned is that it is in fact interesting for

future studies to look into other languages and how they influence the performance in such applica-

tions. This will provide verification whether recognizing bias and discrimination by using the same

techniques and method applied in this study, lead to the same or different results.

In addition, the various named entity recognition models were all developed using SpaCy’s NLP

library. It would be interesting to investigate whether using a different technology would lead to the

same or different results.

In addition, it will be interesting to see how the NER models perform when more categories are

added. Finally, the method used in this thesis can serve as an inspiration for other organizations

in which they might improve the models proposed in this thesis or their own models which are al-

ready operational within their organization, allowing recruiters to react more effectively to favorable

language styles.
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